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The distinction between events and affordances, as offered by Stoffregen (this issue)
in the target article, parallels one that is useful for understanding issues of human-in-
terface design. The emphasis within interface design has typically been on the repre-
sentation of events, but the conceptual basis of this approach has lacked any coherent
structure that can drive research or support design practice. In contrast, affordance
theory has the potential to guide a research program that could provide a coherent ba-
sis for the practice of interface design. In this commentary, the need and the opportu-
nities are illustrated with reference to examples from interface design issues for the
modern aircraft cockpit.

Stoffregen (this issue), in the target article, argues that affordances are static or
dynamic1 properties of objects and surfaces specified with reference to behavior and
scaled as action-relevant properties of the animal. Events are also static or dynamic
propertiesofobjectsandsurfacesbutarenot specifiedwith reference tobehaviorand
are not scaled as action-relevant properties of the animal. This distinction parallels
one my colleagues and I (Lintern, Waite, & Talleur, 1999) made for human–ma-
chine interface design. The basis for this approach is a three-way classification: func-
tionalproperties (affordances),properties thatarenot functional in isolationbutcan
be used to derive functional properties via a computational or inferential process
(events),andproperties thatare irrelevant tocurrent functionalgoals (nonevents).
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The central theme of this approach, which we have characterized as functional

interface design, is to make the affordances of the system apparent to the operator.
In contrast, the usual approach is to represent eventlike properties at the interface.
There are static events, such as fuel capacity, and dynamic properties, such as
elapsed time or mass transfer. At best, reference to eventlike properties requires in-
ference or judgment on the part of the operator. At worst, it requires demanding,
error-prone calculations. An affordance-oriented design philosophy could elimi-
nate much of that by direct depiction of the functional properties. There are essen-
tially two issues: one relating to the nature of the properties that should be
represented at the interface and the other relating to the organization of those
property representations. Affordance theory can inform both of these issues, al-
though Stoffregen’s (this issue) contrast of events and affordances is relevant spe-
cifically to the first of them.

There is no dearth of information in the modern aircraft cockpit, but pilots
somehow miss critical information at critical times. The loss of American Airlines
flight 965 at Cali, Colombia, in December 1995 (Lintern et al., 1999) and the losses
of China Airlines flight 140 at Nagoya, Japan, in April 1994 and American Eagle
flight 4184 over Indiana in October 1994 (Lintern, 1995) offer examples of the
tragic consequences. It appears that the new forms of computerized automation
now used in modern aircraft induce high cognitive workload and specific types of
errors (Sarter & Woods, 1994). More reliable and robust technology has ensured
that commercial aviation is safer today than it ever has been, but embedded within
that good news is a troubling increase in accidents that have resulted from a break-
down of information management. The accidents cited earlier, together with a
host of others, have occurred because the aircrew could not find, could not remem-
ber, did not notice, or misinterpreted critical information. Often these failures oc-
cur because the critical information is hidden or its meaning is obscure. At other
times, the aircrew is distracted by the obscure meaning of competing information
that is consuming their attention.

Typically, information to be presented at an interface has been selected on the
basis of characteristics of the sensor suite without reference to system capabilities
and is organized at the interface in an arrangement that conforms to an engineer-
ing view of how the machine operates. That information is provided so that opera-
tors may ascertain selected static and dynamic properties of the machine to be
controlled. Modern computerized machines have relieved designers of many of the
physical constraints associated with the older style physical and mechanical dis-
plays, and there are now far fewer constraints on the amount and type of informa-
tion that can be presented at an interface. Unfortunately, these technological
developments have led to more problems than they have resolved, and this is spe-
cifically (although not especially) true in aviation.

It would be wrong, however, to blame technology. Rather, it is the way interface
designers have exploited the possibilities offered by technology. New sensors might
be designed and other forms of information might be computed from available sensor
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information to support an affordance-oriented interface that matches displayed in-
formation to system2 capabilities that would support more robust and cognitively
economical performance. That information might also be organized in a hierarchical
manner compatible with the functional needs of operators, much in the manner that
affordances appear to be organized in the natural world (Rasmussen, Petjersen, &
Goodstein, 1994; Vicente, 1999).

The development of the part of our argument relevant to the event-affordance
distinction was influenced by the research of Stanard, Flach, Smith, and Warren
(1996), in which the information used for control of a virtual aircraft in a collision-
avoidance task was determined by the nature of the dynamics to be controlled.
Time-to-contact information was used by participants for a system in which the
avoidance maneuver had to be initiated at a fixed time from collision, whereas dis-
tance information was used by participants who used a system in which the avoid-
ance maneuver had to be initiated at a fixed distance from collision. This work
suggests that for the design of information displays, the dynamic response of the
system must be analyzed to identify the information that should be presented at the
interface.

Dinadis and Vicente (1999) did that in the development of a range display for a
military transport aircraft, the C130. Within aviation, fuel states are generally rep-
resented by weight or volume, which leaves the aircrew with the task of computing
potential range to ensure that the destination is within reach. In the modern ver-
sion of the C130 aircraft, those computations take up to 1 hr of demanding work in
which there is the ever-present possibility for error (Skinner, 2000). Dinadis and
Vicente developed an interface for which range was computed automatically and
displayed as such to the aircrew, who could then confirm by perceptual comparison
(Hutchins, 1995) that the desired destination fell within the potential range. This
brings the notion of affordances into the arena of designed systems, where both the
requirement for action and the capability for action are represented in the same
units and can be perceived as a relation.

There are, however, complexities in the calculation of potential range that were
not considered by Dinadis and Vicente (1999) and that have implications for how
we might use research on natural affordances for insights into the interface-design
problem. In calculating potential range, an aircrew is required by regulation to al-
low for unscheduled diversions in flight or for events such as a loss of power from
one or more engines (Galanis, Sterling, & Lintern, 1999). In addition, there is a
concern with precision in that even detailed calculations will require the use of a
safety margin. Guidance on how to address some relevant issues is already available
within the experimental literature on affordances. Mark (1987) and Warren and
Whang (1987) showed that we can adapt readily to changed system requirements,
provided the appropriate information is available. Warren and Whang further
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demonstrated that the critical points for behavioral transitions include a comfort
(or possibly a safety) margin. More generally, affordances are available at diverse
temporal and spatial scales and are nested within and overlap each other, yet we
normally move comfortably within that space. The insights regarding how that is
possible are likely to be informative for interface design.

One specific area of interest is in Stoffregen’s (target article, this issue) distinc-
tion of action boundaries for behavioral mode selection and patterns of ambient
energy for continuous control of unfolding acts. Both forms of behavior are rele-
vant to control of designed systems. A pilot, for example, must make sure that fuel
does not fall below a minimum acceptable level prior to landing and also has to
maintain continuous control of the aircraft during the landing. The first form of
control is in reference to an action boundary, and the second is in reference to a
pattern of ambient energy. A range display of the type designed by Dinadis and
Vicente (1999) specifies an action boundary for a behavioral mode, whereas de-
scent path indicators of the style developed by Lintern, Roscoe, and Sivier (1990)
enhance patterns of ambient energy for continuous control.

Thus, Stoffregen’s target article (this issue) captures some of the concerns of
functional interface design. Human–machine interface design has typically been
an atheoretical activity or, at best, one in which the more popular information-pro-
cessing views have been used to justify design solutions without shaping then in
any substantive way. A consistent theme recognizes that users can exploit the in-
formation made available at an interface by perceptual forms and changes in those
forms (i.e., events), but that theme does not recognize any link between the nature
of the information and the nature of the control requirements. Although it is some-
times said that system information must be written in the language of control ac-
tion (Hutchins, Hollan, & Norman, 1986), it remains unclear what that means in
general terms because of the lack of any integrative concept. As a result, interface
design is a fragmented endeavor in which design solutions lack any substantive co-
herence within or across work domains. Affordance theory has the potential to
change that by bringing to the endeavor a unifying theoretical structure.
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